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What are Time Series?
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A time series is a collection of observations made 

sequentially in time. 



Time Series are Ubiquitous! I

ÅTheir blood pressure

ÅGeorge Bush's popularity rating

ÅThe annual rainfall in Seattle

ÅThe value of their Google stock

Thus time series occur in virtually every medical, scientific and businesses domain

People measure thingsé

éand things change over timeé



Image data, may best be thought of as time seriesé



Text data, may best be thought of as time seriesé
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Video data, may best be thought of as time seriesé
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Why is Working With Time Series so 

Difficult?  Part I 

È1 Hour of EKG data:1 Gigabyte.

ÈTypical Weblog: 5 Gigabytes per week.

ÈSpace Shuttle Database: 200 Gigabytes and growing.

ÈMacho Database: 3 Terabytes, updated with 3 gigabytes a day.

Answer: How do we work with very large databases?

Since most of the data lives on disk (or tape), we need a 

representation of the data we can efficiently manipulate.



Why is Working With Time Series so 

Difficult? Part II 

The definition of  similarity depends on the user, the domain and 

the task at hand. We need to be able to handle this subjectivity.

Answer: We are dealing with subjectivity



Why is working with time series so 

difficult?  Part III 

Answer: Miscellaneous data handling problems.

ÅDiffering data formats.

ÅDiffering sampling rates.

ÅNoise, missing values, etc.

We will not focus on these issues in this tutorial.



What do we want to do with the time series data?
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All these problems require similarity matching
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Here is a simple motivation for the first part of the tutorial

You go to the doctor 

because of chest pains. 

Your ECG looks 

strangeé

You doctor wants to 

search a database to find 

similar ECGs, in the 

hope that they will offer 

clues about your 

condition...

Two questions:
ÅHow do we define similar?

ÅHow do we search quickly?



What is Similarity?
The quality or state of being similar; likeness; 

resemblance; as, a similarity of features.

Similarity is hard to 

define, buté 

ñWe know it when we 

see itò

The real meaning of 

similarity is a 

philosophical question. 

We will take a more 

pragmatic approach.

Webster's Dictionary



Two Kinds of SimilaritySimilarity at 
the level of 

shape
Next 40 minutes

Similarity at 
the structural

level
Another 10 minutes

time series
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Euclidean Distance Metric

About 80% of published 
work in data mining uses 

Euclidean distance

Given two time series:

Q = q1éqn

C = c1écn



In the next few slides we 
will discuss the 4 most 

common distortions, and 
how to remove them

Preprocessing the data before distance calculations

ÅOffset Translation

ÅAmplitude Scaling

ÅLinear Trend

ÅNoise

Euclidean distance is very sensitive to 
some òdistortionsó in the data. 
For most problems these distortions are 
not meaningful => should remove them

If we naively try to measure the distance 
between two òrawó time series, we may get 

very unintuitive results



Transformation I: Offset Translation
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Transformation II: Amplitude Scaling
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Qôô = (Q - mean(Q)) / std(Q)

Côô = (C - mean(C)) / std(C)

D(Qôô,Côô)
Z-score of Q



Transformation III: Linear Trend
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Removed offset translation

Removed amplitude scaling

Removed linear trend
Removing linear trend:

Å fit the best fitting straight line to 

the time series, then 

Å subtract that line from the time 

series.



Transformation IV: Noise
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Qô = smooth(Q)

Cô = smooth(C)

D(Qô,Cô)

The intuition behind 

removing noise is...

Average each datapoints 

value with its neighbors.




