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The language of opinions
The language we use to express our subjective evaluations is one of the most 
complex parts of language.

There are many components in the language of opinions:

● Global/Domain-specific lexicon.
● Valence shifters/Comparative expressions.
● Irony, sarcasm, common knowledge.
● Other aspects, e.g., morphology. . .

A list of sentiment-relevant words can be the starting point to recognize and 
model new features extracted from a piece of text to determine its sentiment.



The language of opinions
Some words have a globally recognized sentiment valence in any context of 
use, e.g.: “good”, “poor”, “perfect”, “ugly”

“A good tool that works perfectly”

“I had an horrible experience”

The simple presence of one of this words in text can be strong clue about the 
sentiment expressed in text.



Global lexicons
General purpose lexical resources list these words associating sentiment 
labels to them, e.g.: 

● The General Inquirer lexicon
● MPQA
● WordNet affect
● SentiWordNet
● Appraisal lexicon

Global lexicons can be used to model new features that are extracted from 
text or as starting information to create a domain specific lexicon.



General Inquirer
The General Inquirer is a text analysis tools developed in the ’60.

It used a combination of a number of lexicons that label 11,788 words with 
respect to 182 semantic categories, including both topic and 
sentiment-related concepts.

The Positiv and Negativ categories are the largest ones, comprising 4,306 
words.

ABILITY  Positiv Strong Virtue Eval Abstract Means Noun
ACCOMPLISH  Positiv Strong Power Active Complet Verb

https://dl.acm.org/citation.cfm?id=1461583
http://www.wjh.harvard.edu/~inquirer/homecat.htm


MPQA lexicons
The Multi Perspective Question Answering project produced a number of 
lexicons for sentiment-related tasks:

● Subjectivity Lexicon: a list 8k+ words that are clues for subjectivity

● Subjectivity Sense Annotations: word senses with subjectivity labels

● Arguing Lexicon: patterns related to arguing, classified w.r.t. different 
types of arguments.

● +/-Effect Lexicon: 880 hand-labeled + 11k automatic-labeled word senses 
about the effect they have on the event they are related to, e.g.:

The bill would curb skyrocketing health care costs [source]

http://mpqa.cs.pitt.edu/lexicons/subj_lexicon/
http://mpqa.cs.pitt.edu/lexicons/subj_sense_annotations/
http://mpqa.cs.pitt.edu/lexicons/arg_lexicon/
http://mpqa.cs.pitt.edu/lexicons/effect_lexicon/
http://people.cs.pitt.edu/~wiebe/pubs/papers/EMNLP2014.pdf


WordNet affect
WordNet affect annotates WordNet synsets with emotion-related labels.

http://wndomains.fbk.eu/wnaffect.html
https://wordnet.princeton.edu/


SentiWordNet
SentiWordNet assigns to each synset of WordNet a triple of sentiment scores: 
positivity, negativity, objectivity.

SentiWordNet is generated by applying a random walk process to the graph 
of WordNet synsets.

● Each synset is a node.
● A link between a and b exists if a appears in the gloss of b.
● (Sentiment) properties flow through links.

http://sentiwordnet.isti.cnr.it/


SentiWordNet
The graph is built  by analyzing the glosses in WordNet.



SentiWordNet
A few words with strong polarity are marked as sources of sentiment.



SentiWordNet
Pagerank is applied to the graph to spread sentiment values.



SentiWordNet
Once the algorithm converges, words are ranked by their sentiment.



SentiWordNet



ItEM
ItEM is the Italian EMotional lexicon, that assigns a score related to Plutchik's 
six basic emotions (Joy, Sadness, Anger, Fear, Trust, Disgust, Surprise, 
Anticipation) to a large set of Italian words.

Starting from 8k+ manually annotated
tokens, ItEM uses term similarities based
on word embeddings to project the
emotion-related properties to
new terms.

This method allows to create domain-specific 
lexicons with domain-specific scores.

https://github.com/Unipisa/ItEM


Polyglot
Polyglot, a python 
package similar to 
spaCy, includes 
sentiment lexicons for 
+130 languages. 

Lexicons are 
semi-automatically 
extracted from 
Wikipedia.

https://polyglot.readthedocs.io/en/latest/Sentiment.html
https://polyglot.readthedocs.io/en/latest/Sentiment.html
https://polyglot.readthedocs.io/en/latest/Sentiment.html
https://www.aclweb.org/anthology/P14-2063.pdf
https://www.aclweb.org/anthology/P14-2063.pdf
https://www.aclweb.org/anthology/P14-2063.pdf


Appraisal theory
The appraisal theory models how evaluation is expressed in 
text.

The appraisal framework identifies three main components of 
evaluative language:

● attitude: expression of evaluation
"He is a good man"

● engagement: who expresses evaluation
"John says he is a good man"

● graduation: the strength of the previous two component 
"John swears he is a very good man"

http://www.grammatics.com/appraisal/
https://www.springer.com/la/book/9781403904096


Appraisal theory



Appraisal lexicon
Bloom, Garg and Argamon created an appraisal-focused lexicon.

The lexicon models appraisal properties of 2k words, including valence shifters.

truly: {POS:RB, force:increase}

kinda: {force:decrease}

not:{force:flip, orientation:flip}

nervously: {POS:RB, attitude:affect, orientation:negative,

 force:median}

cowardly: {POS:JJ, attitude:tenacity, orientation:negative, 
 force:high, focus:median}

http://www.aclweb.org/anthology/N07-1039
https://goo.gl/SYh3v9


Pattern based features
POS tagging and sentiment lexicons can be combined to extract complex 
features from text.



Pattern based features
POS tagging and sentiment lexicons can be combined to extract complex 
features from text.

Baccianella S., Esuli A., Sebastiani F. (2009) Multi-facet Rating of Product 
Reviews. ECIR 2009. Lecture Notes in Computer Science, vol 5478. 

http://www.esuli.it/publications/ECIR2009b.pdf
http://www.esuli.it/publications/ECIR2009b.pdf


Domain-specific lexicons
Global sentiment lexicons can identify generic signals of positivity or negativity 
in text.

Every topic and domain has a component of specific elements of language 
used to express evaluation and sentiment.

"an insane performance" - "an insane behavior"

"a warm welcome" - "a warm beer"

Domain-specific lexicons are usually built starting from a global lexicon and 
unannotated text from the domain.



"Harsh but unfair"
Conjunctions are usually selected according to polarity of the joined words:

     nice and sturdy
  nice but weak
*ugly but weak

Build a graph with links determined by the most frequent type of occurrences 
of conjoined words (and = "same", but = "opposite") in a text collection.

Partition the graph in two parts maximizing "same" links and minimizing 
"opposite" links inside the partitions.

Vasileios Hatzivassiloglou and Kathleen R. McKeown. Predicting the semantic 
orientation of adjectives. EACL 1997.

http://www.aclweb.org/anthology/P97-1023
http://www.aclweb.org/anthology/P97-1023


Pointwise Mutual Information
Domain lexicons can be learned by measuring statistical correlation with a 
selection of seed terms, e.g., using PMI:

Turney, P., Littman, M. L. 2002. Unsupervised learning of semantic orientation 
from a hundred-billion-word corpus

https://arxiv.org/abs/cs/0212012
https://arxiv.org/abs/cs/0212012


Morphology features
Variation in morphology of words is usually reduced/normalized when dealing 
with topic-oriented analysis:

● lowercasing
● reduction to stem/lemma
● removal of misspelled words

The text may exploit word morphology to convey part of the expression of 
sentiment/opinion.

good, gooood, GOOOOD great, gr8t, GRRRREAT

Modeling morphology of words with dedicated feature may improve 
sentiment recognition.



Sentiment Embeddings
When labeled data is available it is possible to add 
sentiment information to the training process that 
learns the word embeddings.

E.g., extending a CBOW-like neural network to both 
predict, given a context, the correct target word and the 
correct sentiment label.

Tang et al. Learning Sentiment-Specific Word Embedding 
for Twitter Sentiment Classification. ACL 2014

https://github.com/attardi/deepnl/wiki/Sentiment-Specifi
c-Word-Embeddings
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http://anthology.aclweb.org/P/P14/P14-1146.xhtml
http://anthology.aclweb.org/P/P14/P14-1146.xhtml
https://github.com/attardi/deepnl/wiki/Sentiment-Specific-Word-Embeddings
https://github.com/attardi/deepnl/wiki/Sentiment-Specific-Word-Embeddings


SentProp
SentProp is an algorithm for the annotation of domain-specific sentiment 
lexicons from an unlabeled text collection.

It uses an algorithm that is similar to the one used for SentiWordNet:

● It starts by computing the word embeddings on the text collection.

● A graph is built based on the similarity between embeddings.

● A set of seed terms defines sources of positivity and negativity.

● A random walk process is run to spread positivity and negativity across 
the graph.

https://nlp.stanford.edu/projects/socialsent/


SentProp
SentProp allows to explore the 
evolution of the meaning of words 
along time.

https://nlp.stanford.edu/projects/socialsent/


SentProp
SentProp allows to perform comparative evaluation of the sentiment 
orientation of words across domains.

https://nlp.stanford.edu/projects/socialsent/

