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WHAT IS MLLIB

MLlib is Spark’s machine learning (ML) library. Its goal is to make practical machine learning
scalable and easy.  At a high level, it provides tools such as:

ML Algorithms: for clustering, classification, regression and collaborative filtering.

Featurization: feature extraction, transformation, dimensionality reduction, and selection

Persistence: saving and load algorithms, models, and Pipelines

Utilities: linear algebra, statistics, data handling, etc.

https://spark.apache.org/docs/latest/mllib-guide.html

https://spark.apache.org/docs/latest/mllib-guide.html


DATA TYPES

MLlib supports local vectors and matrices stored on a single machine, as well as distributed data 
structures backed by one or more RDDs. 

MLlib recognizes the following types as dense vectors:
• NumPy’s array
• Python’s list, e.g., [1, 2, 3]

and the following as sparse vectors:
• MLlib’s SparseVector.
• SciPy’s csc_matrix with a single column

http://docs.scipy.org/doc/numpy/reference/generated/numpy.array.html
https://spark.apache.org/docs/latest/api/python/pyspark.mllib.html
http://docs.scipy.org/doc/scipy/reference/generated/scipy.sparse.csc_matrix.html


DATA TYPES



LABELED POINTS

A labeled point is a local vector, either dense or sparse, associated with a label/response. 
In MLlib, labeled points are used in supervised learning algorithms. We use a double to 
store a label, so we can use labeled points in both regression and classification. 

For binary classification, a label should be either 0 (negative) or 1 (positive). For 
multiclass classification, labels should be class indices starting from zero: 0, 1, 2, ....



BASIC STATISTICS

It provides column summary statistics for RDD[Vector] through the 
function colStats available in Statistics.



CORRELATION

Calculating the correlation between two series of data is a common operation in Statistics. 
In spark.mllib we provide the flexibility to calculate pairwise correlations among many series. The 
supported correlation methods are currently Pearson’s and Spearman’s correlation.



LINEAR SUPPORT VECTOR MACHINES 
(SVMS)

The linear SVM is a standard method for large-scale classification tasks. It is a linear 
method which tries to separate with a “line” the data in order to reduce the error

http://en.wikipedia.org/wiki/Support_vector_machine


REGRESSION

In statistics, linear regression is a linear approach for modelling the relationship between a 
scalar dependent variable y and one or more explanatory variables (or independent variables) denoted X.



DECISION TREE

A decision tree is a structure that includes a root node, branches, and leaf nodes. Each internal node
denotes a test on an attribute, each branch denotes the outcome of a test, and each leaf node holds a class
label.



CLUSTERING (K-MEANS)

Clustering is an unsupervised learning problem whereby we aim to group subsets of entities with one
another based on some notion of similarity. 



FREQUENT PATTERN MININIG
(FP-GROWTH)

Given a dataset of transactions, the first step of FP-growth is to calculate item frequencies and identify
frequent items. The second step of FP-growth uses a suffix tree (FP-tree) structure to encode transactions
without generating candidate sets explicitly, which are usually expensive to generate. After the second step, 
the frequent itemsets can be extracted from the FP-tree. 



WORD2VEC

Word2Vec computes distributed vector representation of words. The main advantage of the distributed
representations is that similar words are close in the vector space, which makes generalization to novel patterns easier
and model estimation more robust. 


