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Introduction Lecture Plan

Today’s Lecture

@ Probabilistic models for document understanding

e Use latent variables
e Require approximate inference (most)

@ Latent Dirichlet Allocation

e Bayesian latent topic model
e Example of variational learning

@ Document understanding applications

e Machine vision
e Advanced topic models



Introduction Lecture Plan

Motivating Applications

@ Document understanding
e Inferring document
o text — words
e image — visual patches
@ Customer profiling
e Inferring service usage patterns
e user — call features
e customer — goods/services buys
@ User behavior recognition

e Inferring user habits
e user — daily/weekly living activities



Introduction
Latent Variable Models

Latent Variable Models

@ Latent variables

@ Unobserved RV that define an of
observed data
e Explain between a
variables

@ Latent variable models
N
P(X) = /H P(X;|Z = 2)P(Z = z)dz
Zi

@ Something we have already seen

e Hidden Markov models
e Hidden states = Latent variables



Introduction
Latent Variable Models

Latent Space

Define a latent space where can be

represented features

samples

Latent variables conditional and marginal distributions are
than the joint distribution P(X) (e.g K < N)




Introduction

Document Analysis

Inferring Latent Semantics of Texts

] Topic proportions and
Topics Dacuments assignments

Eﬁszm EE% Seeking Life’s Bare (Genetic) Necessitie \ i

— \
- il g
@ Latent variables = document topics (hidden semantics of

text)
@ Documents are mixiures of topics (latent RV) assigned to

words (observed RV)




Introduction

Document Analysis

Bag of Words (BOW) Representation

Count of dictionary words in document

The example shows that the frue
hypothesis eventually dominates

does not rule out...

A BOW dataset (corpora) is the N x M

@ N: number of
X1 .. Xti .- X1Mm
W
X=1|X1 ... Xi ...Xm @ M: number of

@ xj = n(w;, d;):

the Bayesian prediction. This is — ‘ 2 ‘ 1 ‘ ‘
characteristic of Bayesian -
learning. For any fixed prior that Bayes prior

maitrix

XN1 - XNi - XNM ofw,-ind,-

d;



Probabilistic Semantic Analysis

Latent Topic Models

Probabilistic Latent Semantic Analysis
@ Documents d as of topics z
R T e Assigning
—+© A
o A for the whole
document

@ Generative process for the
document-term matrix X

Select a document with probability
P(d|r)

Pick a latent topic z ~ P(z|d)
Generate a word w with probability
P(w|z,5)

K
P(w;, i, B) = P(di|m) Y  P(2k|di)P(wj| 2k, 3)

k=1



Probabilistic Semantic Analysis
Latent Topic Models

PLSA as Matrix Decomposition

Consider the foIIowing (equivalent) factorization

Z P(d|z)P(z)P(w|z)

o\ U
X =ngx [KxM]
)

document topic

term

[NxM] [NxK]

A Non-Negative Matrix Factorization J

A approach projecting M-dimensional
documents into a reduced K-dimensional J




Probabilistic Semantic Analysis
Latent Topic Models

PLSA Summary

@ PLSA are the
= P(di|7), ai = P(z|d;) and Bk = P(w;|zx, B3)
@ Learning is by

D K
Zzn |/V_/7dl Iog{ dl|7T ZP zk|dl P(VV]|Zk7 )}
k=1

i=1 j=1

using estimated P(zx|w;, dj, m, B)
@ Limitations
e Document-topic probability P(zx|d})
d.
o Number of I with number of
documents
o Not a generative model for



Latent Topic Models Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA)

@ Per-document
becomes a 0
e P(f|a) distribution with
hyperparameter «
e P(z]#) multinomial topic
distribution with
0
e P(w|z,8) multinomial word-topic
distribution
@ Think LDA as a
of the
o PLSA finds a set of K projection
directions
o LDA finds a set of K projection
functions




Latent Topic Models Latent Dirichlet Allocation

Dirichlet Distribution

@ Why a Dirichlet distribution?

° to multinomial distribution
o Ifthe with a Dirichlet prior then

@ What is a Dirichlet distribution?

e A distribution for vectors that sumto 1 ( )
@ The elements of a multinomial are vector that sum to 1!

@ Dirichlet distribution

(Zk 1ak) K
P(6|a) = ITee
Hk 1 (k) k=1
o Dirichlet parameter ay is a of the k-th topic

@ It controls the mean shape and
0



Effect of the o parameter

value

Latent Topic Models Latent Dirichlet Allocation

1 2 B 4 5
6 7 8 9 10
1 12 13 14 15

1234567891 12345678910 12345678910 12345678910 123456782910

Slide Credit - Blei at KDD 2011 Tutorial
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LDA and Text Analysis

Latent Topic Models

Documents

Latent Dirichlet Allocation

Topic proportions and
assignments

May 810 12




Latent Topic Models Latent Dirichlet Allocation

LDA Generative Process

For each of the M documents

@ Choose 6 ~ Dirichlet(«)
@ For each of the N words

e Choose a topic z ~ Multinomial(6)
e Pick a word w; with multinomial
probability P(w;|z, )

Multinomial topic-word

[5]K><V

ﬁkj:P(Wj:”Zk:‘l)
or P(w; =1|z=k)

N

P(0,2,w|a, 8) = P(6]a) | | P(216)P(w;lz;, B)

J=1



Latent Topic Models Latent Dirichlet Allocation

Relationship With Other Latent Variable Models

Unigram @ P(w) = H/.’L W
Unigram
Mixture

P(w|m, 8) = 3=, P(z|m) [T}, P(wlz. )

P(w, di|m, 8) = [Ty P(di|m) Sy P(zklch)

PLSA <P W/|Zk,

.é@é




Latent Topic Models Latent Dirichlet Allocation

Geometric Interpretation




Latent Topic Models
Variational Learning

Learning in LDA

Marginal distribution of a document w

P(w|a, 8 /ZP(G z,wla, B
K

N
_ / P(0la) [T D P(z10)P(wlz;. 5)do

j=12z=1
Given {wy,...,wy}, find («, 8) maximizing

M
‘C(a7 5) = |09 H P(W,’|Oé, /8)
i=1
Learning with hidden variables = Expectation-Maximization
Key problem is
P(9,z,w|a, )



Latent Topic Models
Variational Learning

Posterior Inference

Problem comes with marginal computation

r(sk o K N K V ,
P(w|a,6):M / [LoR " {TIX2 T1 OnBr)™ | do

Exact inference is due to the
in the summation over topics
@ Gibbs Sampling (Griffiths and Steyvers, 2004)
e Construct a on the hidden variables whose

o Takes to converge (but it is )
@ Variational Inference (Blei, Ng and Jordan, 2003)

e Approximate the true posterior with lower bound Q(69)
o Takes to converge (but it is an )



Latent Topic Models
Variational Learning

Variational Posterior Inference

ctos)]

P(G,Z,W|O&,ﬁ) K
PO,zlw,a,B) = —5————
02000 = "pwia,5) Q(6.21,6) = Q) [] Qzrlo)
k=1
Take a simplified graphical model with ~
and ¢ and find the values that make Q(9,z|v, ¢) a
P(6,zlw, «a, )

(v*,¢%) = arg min KL(Q(0,2]v, 9)[|P(0,z|w, v, 5))



Latent Topic Models
Variational Learning

Variational Expectation-Maximization

@ Initialize topics randomly
repeat

00000000

@ until little likelihood improvement

Approximate posterior by finding variational parameters of Q(-)
( ). Update model parameters using aggregated statistics from
approximated posterior ( )



Applications

Applications

Why using LDA (and other topic models)?
° large collections of documents by identifying

@ Understanding the documents semantics ( )
@ Documents are of

o Text

e Images

e Video

o Relational data (graphs, time-series, etc..)
@ In short: a model for

whose attributes are



Applications

Organizing and Browsing Text Collections

A Browser of 100K Wikipedia Documents

Wikipedia Tolrim
Relative Presence of Topics i all Documents {system, computer, user}

Operating system
Universal Serial Bus
elephone exchange

Central processing unit
Floppy disk

Flash memory

MPEG-1

—_—_—

Telephone exchange L Y T

{build, building, house}

In the field of telecommunications, a

telephone exchange or telephone
switch is a system of electronic
‘components that connects
telephone calls. A central office is

the physical building used to house ook Ridge,
inside plant equipment including
telephone switches, which make:
telephone calls "work" in the sense
of making connections and relaying
the speech information

‘Wyandanch, New York

Stephens City, Virginia

Chatsworth House

Ashland, Pennsylvania

‘The term exchange area can be.
used to refer to an area served by a
particular switch, but s typically

Manchester Bolton & Bury Canal

Port Arthur massacre (Australia)

http://www.princeton.edu/~achaney/tmve/wikil00k/browse/topic-presence.html


http://www.princeton.edu/~achaney/tmve/wiki100k/browse/topic-presence.html

Machine Vision

Applications

Understanding Image Collections

Can we apply the latent topic analysis to visual documents?

@ Yes, but we need a way to
asin
text
o Text = collection of words
o Image = collection of ?

@ Visual patches
e Local

o How to determine what are
image parts
e How to visual
content




Machine Vision

Applications

Bag of Words Image Representation

@ Each image is a document and each visual patch is a word
@ Count the occurrences of each dictionary visual word

( ) in your image
@ Represent the image as a vector of visterm counts

( )

Image
Collection

Image Input Image
Collection

odebook

BOW



Machine Vision

Applications

LDA Image Analysis

Assigning a topic to each visual patch




Machine Vision

Applications

LDA Image Analysis

Combining topic models with Markov Random Fields

buliding

T
aeroplane puany

grass road




Advanced Models
Applications

Dynamical Topic Models

LDA assumes that the does not count
@ What if we want to track over time?
@ Tracking how over time
° are image documents over time

Qn Qn n

-
N N N

\_ M M M

(B, :: B, :b Br ]

L K

Dealing with information



Applications

Topic Evolution over Time

Advanced Models

1880 1890 1900 1910 1920 1930
electric electric apparatus air apparatus tube
machine power steam water tube apparatus
power company power engineering air glass
engine steam engine apparatus pressure air
steam electrical engineering room water mercury

two machine water laboratory glass laboratory
machines two construction engineer gas pressure

iron system engineer made made
battery motor room gas laboratory

wire engine feet tube mercury

1950 1960 1970 1980

tube tube air high materials devices
apparatus system heat power high device

glass temperature power design power materials

air air system heat current current

chamber heat temperature system applications gate
instrument chamber chamber systems technology high

small power high devices devices light
laboratory high flow instruments design silicon
pressure instrument tube control device material

rubber control design large heat technology

http://topics.cs.princeton.edu/Science/



http://topics.cs.princeton.edu/Science/

Topic Trends

"Theoretical Physics"

Applications

Advanced Models

"Neuroscience"
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Advanced Models
Applications

Relational Topic Models

@ Using topic models with (graphs)

@ Community discovery and profiles
(Kemp, Griffiths, Tenenbaum, 2004)

@ Joint analysis (Blei,Chang, 2010)



Applications Conclusion

Take Home Messages

@ Latent variable models
@ Introduce unobserved variables to

e Latent space representation of high dimensional data
@ Latent Dirichlet Allocation

e Assumes there are shared by documents and each
document is generated by a
e Dirichlet because itis a

andis a
e Cannot perform exact inference (sampling or )
° ? Topic number, BOW assumptions

@ Loads of interesting applications to document
understanding

e Finding structure in document collections ( )
e Applications to text, image, video, linked data
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