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Big data “proxies” of social life
Shopping patterns & lifestyle  Relationships & social ties
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User profile quantification by GSM
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Does current legal framework allow
answering these new questions?



EU Legislation for protection of personal data

« European directives:
— Data protection directive (95/46/EC)

— ePrivacy directive (2002/58/EC) and its revision
(2009/136/EC)

— Proposal for a new EU Regulation (25 Jan 2012)

http://ec.europa.eu/justice/newsroom/data-protection/
news/120125 en.htm




EU: Personal Data

» Personal data is defined as any information
relating to an identity or identifiable natural
person.

* An identifiable person is one who can be
identified, directly or indirectly, in particular by
reference to an identification number or to one or
more factors specific to his physical, physiological,
mental, economic, cultural or social identity.



Anonymity according to 1995/46/EC

* The principles of protection must apply to any information
concerning an identified or identifiable person;

* To determine whether a person is identifiable, account
should be taken of all the means likely reasonably to be
used either by the controller or by any other person to
identify the said person

* The principles of protection shall not apply to data
rendered anonymous in such a way that the data
subject is no longer identifiable



EU Directive (95/46/EC) and new Proposal

* GOALS:

— protection protection of individuals with regard to
the processing of personal data

— the free movement of such data



New Elements in the EU Proposal

Principle of Transparency
Data Portability
Right of Oblivion

Profiling

Privacy by Design



Transparency & Data Portability

* Transparency:

— Any information addressed to the public or to the
data subject should be easily accessible and easy to
understand

* Data Portability:

— The right to transmit his/her personal data from an
automated processing system, into another one



Oblivion & Profiling

* Right to Oblivion:

— The data subject shall have the right to obtain the erasure
of his/her personal data and the abstention from further
dissemination of such data

* Profiling:
— The right not to be subject to a measure which is based on
profiling by means of automated processing



Privacy by Design Principle

* Privacy by design is an approach to protect privacy by
inscribing it into the design specifications of information
technologies, accountable business practices, and
networked infrastructures, from the very start

* Developed by Ontario’s Information and Privacy
Commissioner, Dr. Ann Cavoukian, in the 1990s

— as a response to the growing threats to online privacy that
were beginning to emerge at that time.



Privacy by Design in EU

* |In 2009, the EU Article 29 Data Protection Working Party and
the Working Party on Police and Justice issued a joint Opinion,
advocating for incorporating the principles of Privacy-by-
design into a new EU privacy framework

* In the comprehensive reform of the data protection rules
proposed on January 25, 2012 by the EC, the new data
protection legal framework introduces the reference to data
protection by design and by default
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Privacy by Design in Big Data Analytics

* Design frameworks
— to counter the threats of privacy violation

— without obstructing the knowledge discovery
opportunities of data analysis

* Trade-off between privacy quantification and data
utility



Privacy-by-Design in Big Data Analytics
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Privacy-by-Design in Big Data Analytics
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4. De-identification is not enough



EU Article 29 Data Protection Working Party:
Opinion 05/2014

* Opinion 05/2014 on Anonymization
Techniques

* Provides recommendations to handle these
techniques by taking account of the residual
risk of identification inherent in each of them.



Opinion 05/2014:
Effective Anonymisation Solution

* Prevents all parties from
— Singling out an individual in a dataset

— Linking two records within a dataset (or
between two separate datasets)

— Inferring any information in such dataset



Opinion 05/2014: Techniques

Anonymity by randomization
Anonynity by generalization
Differential-privacy
l-diversity

t-closeness
Pseudonymisation



Example of privacy attacks



Re-identification of Massachussetts’ governor

* Sweeney managed to re-identify the medical record of the
governor of Massachussetts

— MA collects and publishes sanitized medical data for state employees
(microdata) left circle

— voter registration list of MA (publicly available data) right circle

e looking for governor’s record Visit date / 71p
e join the tables: e

date

- 6 people had his birth date
- 3 were men

Sex

) 1 n hIS ZIpCOde Medical Data Voter List

Latanya Sweeney: k-Anonymity: A Model for Protecting Privacy. International Journal of
Uncertainty, Fuzziness and Knowledge-Based Systems 10(5): 557-570 (2002)



De-identified User Trajectory

Timeline
l-l_\pr Z-I_\pr 3-/_\pr 4-/_\pr S-I_\pr 6-/_\pr

2754
2450
5251
4351
3963

3316
4288
4289
3155
6358
3794
4041
3879

* Discovering persons living in that home and working
in that company we can identify the user



Ontology of Privacy in Data Analysis

Privacy
|
| |
Individual Corporate (or
secrecy)
|
| | | |
PP Data PP Knowledge Knowledge Distributed PP
publishing publishing hiding PPDM Outsourcing

K-anonymity

Random-
ization

28




Ontology of Privacy in Data Analysis

Privacy
|
| |
Individual Corporate (or
secrecy)
|
| | | |
PP Data PP Knowledge Knowledge Distributed PP
publishing publishing hiding PPDM Outsourcing

K-anonymity

Publishing data by
avoiding the people
re-identification
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Data K-anonymity

* Whatis disclosed?

— the data (modified somehow)

e What is hidden?
— the real data
e How?

— by transforming the data in such a way that it is not possible
the re-identification of original database rows under a fixed
anonymity threshold (individual privacy)



Linking Attack

* Sweeney managed to re-identify the medical record of the
governor of Massachussetts

— MA collects and publishes sanitized medical data for state employees
(microdata) left circle

— voter registration list of MA (publicly available data) right circle
e looking for governor’s record

e jointhe tables:

- 6 people had his birth date
- 3 were men

Name

Ethnicity

Address

Visit date 7IP

Date
registered

Diagnosis

Birth
date

Procedure

Party
affiliation

Medication\ Se€X

- 1in his zipcode

Total charge Date last
voted
Medical Data Voter List

e regarding the US 1990 census data

— 87% of the population are unique based on (zipcode, gender, birth date)

Latanya Sweeney: k-Anonymity: A Model for Protecting Privacy. International Journal of
Uncertainty, Fuzziness and Knowledge-Based Systems 10(5): 5657-570 (2002)



K-Anonymity

k-anonymity: hide each individual among k-1 others
— each Ql set should appear at least k times in the released data
— linking cannot be performed with confidence > 1/k

How to achieve this?

— Generalization: publish more general values, i.e., given a domain
hierarchy, roll-up

— Suppression: remove tuples, i.e., do not publish outliers. Often the
number of suppressed tuples is bounded

Privacy vs utility tradeoff
— do not anonymize more than necessary
— Minimize the distortion
Complexity?
— NP-Hard!! [Meyerson and Williams PODS "04]
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Classification of Attributes

Key Attribute Quasi-ldentifier Sensive Attribute
Name DOB Gender Zipcode Disease
Andre 1/21/76 Male 53715 Heart Disease

Beth 4/13/86 Female 53715 Hepatitis
Carol 2/28/76 Male 53703 Brochitis
Dan 1/121/76 Male 53703 Broken Arm
Ellen 4/13/86 Female 53706 Flu
Eric 2/28/76 Female 53706 Hang Nail
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Example

Race Rirth Gender Z1P Problem
t1{Black 1965 m 0214* |short breath
t2|Black 1965 m 0214* |chest pain
13| black 190> I 02137 hypertension
t4|{Black 1965 f 0213* |hypertension

I
f
t7|White 1964 m 0213* |chest pain I
t8(White 1064 m 0213* [obesity
t0|White 1064 m 0213* Ishort breath
t10|White 1967 m 0213* [chest pain

White chest pain
Figure 2 Example of k-anonymity, where k=2 and Ql={Race, Birth, Gender, ZIP}
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K-anonymity Vulnerability

e k-anonymity does not provide privacy if:
O Sensitive values in an equivalence class lack diversity
O The attacker has background knowledge

e This leads to the |-Diversity model:

Lack diversity A 3-anonymous patient table
Zipcode Age Disease
Bob
- : (
le code Ag e 476** 2" Heart Disease
47678 27 476** 2* Heart Disease
\__476™ 2" Heart Disease
Background Knowledge 4790* 240 Flu
(Carl’s brother has heart disease) 4790* >40 Heart Disease
Carl 4790* 240 Cancer
Zipcode |Age <E 476 3 Heart Disease
L__476™ 3* Cancer
47673 36
476** 3* Cancer




[-Diversity

* Principle
— Each equivalence class has at least / well-represented sensitive values

* Distinct /-diversity
— Each equivalence class has at least / distinct sensitive values
— Probabilistic inference

Disease

(" HIV

HIV 8 records have HIV

10 records < —

pneumonia
\_ bronchitis

2 records have other values

36



I-Diversity is insufficient to prevent attribute disclosure.
Similarity Attack

Limitations of /-Diversity

A 3-diverse patient table

Bob Zipcode Age Salary Disease
- ( \
Zip Age
476** 2% 20K Gastric Ulcer
47678 27 476** 2% 30K Gastritis
. N__AZAXX 2k 40K Stomach Fmeu
Conclusion —
4790%* >40 50K Gastritis
1. Bob’ssalaryisin [20k,40k], which is [ 4790+ 40 100K Flu
relative low. 4790% >40 70K Bronchitis
2. Bob has some stomach-related 476** 3% 60K Bronchitis
disease. 476** 3% 80K Pneumonia
476%** 3* 90K Stomach Cancer

|-Diversity does not consider semantic meanings of sensitive values

37



K-Anonymity

e Samarati, Pierangela, and Latanya Sweeney. “Generalizing data to
provide anonymity when disclosing information (abstract).”

In PODS "98.

e Latanya Sweeney: k-Anonymity: A Model for Protecting Privacy.
International Journal of Uncertainty, Fuzziness and Knowledge-
Based Systems 10(5): 557-570 (2002)

* Machanavajjhala, Ashwin, Daniel Kifer, Johannes Gehrke, and
Muthuramakrish- nan Venkitasubramaniam. “/-diversity: Privacy

beyond k-anonymity.” ACM Trans. Knowl. Discov. Data 1, no. 1
(March 2007): 24.

 Li, Ninghui, Tiancheng Li, and S. Venkatasubramanian. “t-Closeness:
Privacy Beyond k-Anonymity and /-Diversity.” ICDE 2007.
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Ontology of Privacy in Data Analysis

Privacy
|
| |
Individual Corporate (or
secrecy)
|
| | | |
PP Data PP Knowledge Knowledge Distributed PP
publishing publishing hiding PPDM Outsourcing

K-anonymity

Random-
ization

39




Randomization

* Whatis disclosed?

— the data (modified somehow)

e What is hidden?
— the real data
e How?

— by perturbating the data in such a way that it is not possible
the identification of original database rows (individual
privacy), but it is still possible to extract valid knowledge
(models and patterns).

— AKA. “ ’



Problem

* Original values x,, x,, ..., X,
— from probability distribution X (unknown)
* To hide these values, we use vy,, y,, ..., ¥,

— from probability distribution Y
* Uniform distribution between [-a., o]
* Gaussian, normal distribution withu =0, o

e Given

— XY, X0y, ey X Y,
— the probability distribution of Y

Estimate the probability distribution of X.

R. Agrawal and R. Srikant. Privacy-preserving data mining. In Proceedings of SIGMOD 2000.



Randomization Approach Overview

Alice’s
age

- 30 | 70K | ...

\ 4 \ 4
Akt GEepm Randomizer
number to Age )
v \ 4

50 | 40K | ...

65 | 20K | ...

\ 4 \ 4

-

-

Randomizer

\ 4 A 4

30 becomes
65 (30+35)

25 | 60K | ...

.

=S
[V
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Why is privacy preserved?

* Cannot reconstruct individual values accurately

* Can only reconstruct distributions



Weakness: Spectral Filtering Technique

Receive Data

Covariance ]

|

Matrix
Calculation r

.

Contering Data

Covariance }

Eigen Analysis of
Matrix

Cnlcnnl—aﬁon of

r }\‘n‘ux and }"' mn |

Eigenvectors of
actual data

-

I

Actual data

Hillol Kargupta, Souptik Datta, Qi Wang, Krishnamoorthy Sivakumar: On the Privacy Preserving

Eigenveclors of
noise

Noise
Component

Properties of Random Data Perturbation Techniques. ICDM 2003:99-106
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Assumptions of Spectral Filtering Technique

* This technique separates noise and original data in d-
dimensional data, (x4, X,, ...,Xy)

* Two main assumptions:
— Correlation among attributes
— Independence between noise and original data

* The spectral filtering exploits the correlation among the
attributes

45



Differential Privacy

* Goal: The risk to my privacy should not increase as a
result of participating in a statistical database

Query

<

J

 Add noise to answers such that:
— Each answer does not leak too much information about the database

Researcher

— Noisy answers are close to the original answers

Cynthia Dwork: Differential Privacy. ICALP (2) 2006: 1-12



Name

Has Diabetes

Alice

yes

Attack Mok

no
yes

John
Sally

yes
no

Jack

yes

1) how many persons have Diabetes? 4

2) how many persons, excluding Alice, have Diabetes? 3
* So the attacker can infer that Alice has Diabetes.

e Solution: make the two answers similar

1) the answer of the first query could be 4+1 =5

2) the answer of the second query could be 3+2.5=5.5




Differential Privacy

Query q

€

T e

0 I Researcher

=
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Randomization

R. Agrawal and R. Srikant. Privacy-preserving data mining. In Proceedings of SIGMOD 2000.

D. Agrawal and C. C. Aggarwal. On the design and quantification of privacy preserving data
mining algorithms. In Proceedings of PODS, 2001.

W. Du and Z. Zhan. Using randomized response techniques for privacy-preserving data
mining. In Proceedings of SIGKDD 2003.

A. Evfimievski, J. Gehrke, and R. Srikant. Limiting privacy breaches in privacy preserving data
mining. In Proceedings of PODS 2003.

A. Evfimievski, R. Srikant, R. Agrawal, and J. Gehrke. Privacy preserving mining of association
rules. In Proceedings of SIGKDD 2002.

K. Liu, H. Kargupta, and J. Ryan. Random Projection-based Multiplicative Perturbation for
Privacy Preserving Distributed Data Mining. IEEE Transactions on Knowledge and Data
Engineering (TKDE), VOL. 18, NO. 1.

K. Liu, C. Giannella and H. Kargupta. An Attacker's View of Distance Preserving Maps for
Privacy Preserving Data Mining. In Proceedings of PKDD’06
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Differential Privacy

* Cynthia Dwork: Differential Privacy. ICALP (2) 2006: 1-12

* Cynthia Dwork: The Promise of Differential Privacy: A Tutorial on Algorithmic
Techniques. FOCS 2011: 1-2

* Cynthia Dwork: Differential Privacy in New Settings. SODA 2010: 174-183
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Ontology of Privacy in Data Analysis

Privacy
|
| |
Individual Corporate (or
secrecy)
|
| | | |
PP Data PP Knowledge Distributed Knowledge PP
publishing publishing PPDM hiding Outsourcing
| |
K-anonymity Random-

ization

Ensure that
published patterns
and models do not
violate privacy

~

J
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Privacy-aware Knowledge Sharing

* Whatis disclosed?

— the intentional knowledge (i.e. rules/patterns/models)

e What is hidden?

— the source data

* The central question:
“do the data mining results themselves violate privacy”



Privacy-aware Knowledge Sharing

- Association Rules can be dangerous...

A: Age = 27, Postcode = 45254, Christian = American
(support = 758, confidence = 99.8%)

B: Age = 27, Postcode = 45254 = American
(support = 1053, confidence = 99.9%)

Since sup(rule) / conf(rule) = sup(head) we can derive:

Age = 27, Postcode = 45254, not American
(support = 1,confidence = 100%)

Age = 27, Postcode = 45254, not American = Christian
(support = 1, confidence = 100.0%)

This information refers to my France neighbor.... he is Christian!

* How to solve this kind of problems?

53



The scenario

Minimum support threshold

Detect Inference Channels (given k)

Pattern sanitization
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Privacy-aware Knowledge Sharing

M. Kantarcioglu, J. Jin, and C. Clifton. When do data mining results violate privacy? In
Proceedings of the tenth ACM SIGKDD, 2004.

S. R. M. Oliveira, O. R. Zaiane, and Y. Saygin. Secure association rule sharing. In
Proc.of the 8th PAKDD, 2004.

P. Fule and J. F. Roddick. Detecting privacy and ethical sensitivity in data mining
results. In Proc. of the 27° conference on Australasian computer science, 2004.

Maurizio Atzori, Francesco Bonchi, Fosca Giannotti, Dino Pedreschi: Anonymity
preserving pattern discovery. VLDB J. 17(4): 703-727 (2008)

A. Friedman, A. Schuster and R. Wolff. k-Anonymous Decision Tree Induction. In Proc.
of PKDD 2006.



Ontology of Privacy in Data Analysis

Privacy
|
| |
Individual Corporate (or
secrecy)
|
| | | |
PP Data PP Knowledge Knowledge Distributed PP
publishing publishing Hiding PPDM Outsourcing

K-anonymity

Random-
ization

Transform data so that
certain confidential
patterns are not

discovered
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Knowledge Hiding

* Whatis disclosed?

— the data (modified somehow)

e What is hidden?

— some “sensitive” knowledge (i.e. secret rules/patterns)
* How?
— usually by means of data sanitization

* the data which we are going to disclose is modified in such
a way that the sensitive knowledge can non longer be
inferred

* the original database is modified as less as possible.



Knowledge Hiding

* This approach can be instantiated to association rules as
follows:

— D source database;
— R a set of association rules that can be mined from D;
— R, a subset of R which must be hidden.

« Problem: how to transform D into D’ (the database we

are going to disclose) in such a way that R \ R, can be
mined from D’

* Typical solution is to reduce the confidence or support of
rules



Ontology of Privacy in Data Analysis

Privacy
|
| |
Individual Corporate (or
secrecy)
|
| | | |
PP Data PP Knowledge Knowledge Distributed PP
publishing publishing Hiding PPDM Outsourcing

K-anonymity

Random-
ization

Mining global models
from distributed
databases while ensuring
kconﬁdentiality
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Distributed Privacy Preserving Data Mining

 Objective?
— computing a valid mining model from several
distributed datasets, where each party owing a

dataset does not communicate its data to the other
parties involved in the computation

* How?
— cryptographic techniques

* A.K.A."“Secure Multiparty Computation”



Secure Multyparty Computation

How to compute the results without sharing data except
the final result of the data mining result?

Combined

Many protocols for computation of results

— secure sum
— secure set union

— secure size of intersection
— scalar product

61



Horizontal Partitioned Data

Global Database View
TID | Status | Credit #Tran&y

< BankA(CreditCard) >

RPJ | Active | <$1000 | <20 | 47906

CAC |Passive| $5000 | <5 | 98052

< BankB (CreditCard) >

ABC |Passive | $10000 | <20 | 85732

XYZ | Active |>$50000| >100 | 47907 /
\

Figure 2.2. Horizontally partitioned database



Vertically Partitioned Data

Global Database View
TID | Brain Tumor? | Diabetes? Mwy

@al Re@ Cell

RPJ | Brain Tumor| Diabetic
CAC | No Tumor |Non-Diabetic

Phone Data

:

RPJ 5210 Li‘/lon
CAC none none

PTR | No Tumor Diabetic PTR | 3650 NiCd
d

\ y
e \@/3
' '
RPJ@abetes : CAC doesn't cell phone
Cell Phones with Li/lon batteries IW
tumors in diabetics

Figure 2.1. Vertically partitioned database




Distributed Privacy Preserving Data Mining

C. Clifton, M. Kantarcioglu, J. Vaidya, X. Lin, and M. Y.Zhu. Tools for privacy
preserving distributed data mining. SIGKDD Explor. Newsl., 4(2), 2002.

M. Kantarcioglu and C. Clifton. Privacy-preserving distributed mining of association
rules on horizontally partitioned data. In SIGMOD Workshop on Research Issues
on Data Mining and Knowledge Discovery (DMKD'02), 2002.

B. Pinkas. Cryptographic techniques for privacy-preserving data mining. SIGKDD
Explor. Newsl., 4(2), 2002.

J. Vaidya and C. Clifton. Privacy preserving association rule mining in vertically
partitioned data. In Proceedings of ACM SIGKDD 2002.

Stavros Papadopoulos, Aggelos Kiayias, Dimitris Papadias: Secure and efficient in-
network processing of exact SUM queries. 517-528, ICDE 2011
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Ontology of Privacy in Data Analysis

Privacy
|
| |
Individual Corporate (or
secrecy)
|
| | | |
PP Data PP Knowledge Knowledge Distributed PP
publishing publishing Hiding PPDM Outsourcing

K-anonymity

Random-
ization

(Allow mining ‘in the
cloud’ while ensuring
confidentiality of data

\and mined patterns >




Privacy-Preserving Outsourcing of DM

Organizations could do not posses
— in-house expertise for doing data mining

— computing infrastructure adequate

Solution: Outsourcing of data mining to a service provider
— specific human resources
— technological resources

The server has access to data of the owner

Data owner has the property of both
— Data can contain personal information about individuals
— Knowledge extracted from data can provide competitive advantages
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Privacy-aware Outsourcing of FP

Patterns w/
True Support ) .
Client/Owner side
| /‘-'
(e | 0\1 Encrypt/ | ‘
| \4_/ Decrypt : Server
\ 7 Module [
N Original : Encrypted h
TDB D i | TDB D*
Mining Query

Encrypted Patterns

* The client encrypts its data using an encrypt/decrypt (ED) module
 ED module transforms the input data into an encrypted database
 The server conducts data mining and sends the patterns to the client
 The ED module recovers the true identity of the returned patterns

Fosca Giannotti, Laks V.S. Lakshmanan, Anna Monreale, Dino Pedreschi, and Hui Wang. o

Privacy-preserving data mining from outsourced databases. CPDP, 2010.



Privacy-Preserving Outsourcing of DM

 W. K. Wong, David W. Cheung, Edward Hung, Ben Kao, and Nikos Mamoulis.
Security in outsourcing of association rule mining. In VLDB, pages 111-122,
2007.

e C.Tai, P.S. Yu, and M. Chen. k-support anonymity based on pseudo
taxonomy for outsourcing of frequent itemset mining. In KDD, pages 473—
482, 2010.

* Fosca Giannotti, Laks V.S. Lakshmanan, Anna Monreale, Dino Pedreschi, and
Hui Wang. Privacy-preserving data mining from outsourced databases. In
SPCC2010, in conjunction with CPDP, 2010.

* lan Molloy, Ninghui Li, and Tiancheng Li. On the (in)security and
(im)practicality of outsourcing precise association rule mining. In ICDM, pages
872-877, 20009.

* Ling Qiu, Yingjiu Li, and Xintao Wu. Protecting business intelligence and
customer privacy while outsourcing data mining tasks. Knowledge
Information System, 17(1):99-120, 2008.
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Opinion 05/2014: Recomnendations

Each above technique fails to meet with certainty the criteria of effective
anonymisation. However as some of these risks may be met in whole or in
part by a given technique, careful engineering is necessary in devising the
application of an individual technique to the specific situation and in
applying a combination of those techniques as a way to enhance the
robustness of the outcome.

The optimal solution should be decided on a case-by-case basis: a solution
meeting the three criteria would be robust against identification performed
by the most likely and reasonable means the data controller or any third
party may employ.

Whenever a proposal does not meet one of the criteria, a thorough
evaluation of the identification risks should be performed. This evaluation
should be provided to the authority if national law requires that the
authority shall assess or authorise the anonymisation process.



Application of Privacy-by-Design

* Many companies are realizing the necessity to
— consider privacy at every stage of their business

— integrate privacy requirements “by design” into
their business model.

 The main problem is that in many contexts it is not
completely clear which are the approaches for

incorporating privacy- by-design



Privacy by Design in Big Data Analytics

«" The framework is designed with assumptions about
The sensitive data that are the subject of the analysis

« The attack model, i.e., the knowledge and purpose of a malicious
party that wants to discover the sensitive data

The target analytical questions that are to be answered with the
data

*Design a privacy-preserving framework able to

transform the data into an anonymous version with a quantifiable
privacy guarantee

= Taking into account the Data Minimization Principle

«"guarantee that the analytical questions can be answered correctly,
within a quantifiable approximation that specifies the data utility
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Privacy-Preserving Framework

* Anonymization of movement data while preserving clustering

* Trajectory Linking Attack: the attacker
— knows some points of a given trajectory
— and wants to infer the whole trajectory

* Countermeasure: method based on
— spatial generalization of trajectories
— k-anonymization of trajectories



Trajectory Anonymization
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* Given a trajectoy dataset

1. Partition of the territory into Voronoi cells
2. Transform trajectories into sequence of cells
3. Ensure k-anonymity:

— For each generalized trajectory there exist at least others k-1

different people with the same trajectory? If not transform data in
similar ones.



Clustering on Anonymized Trajectories

10 largest clusters of the original trajectories
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Probability of re-identification: k=16

Probability of re-identification

1 position 98% trajectories have a P <= 0.03 (K=30)
2 positions 98% of trajectories have a P <= 0.05 (K=20)

4 positions 99% of trajectories have a P <= 0.06 (K=17)
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Privacy-Aware socio-meter

Classification outcome

Output: quantification

‘ b of profiles (safel!l)
M Residents

TR I e
InEm seIENFTCETITEnTIETTnTn
TR BT ————
mmaer  Eom—TeTTTn
VAW mEETIraTIsIrnm
[ r ] N HNETICNENTnN
L EHEE A o= neinrnringm
BOM ERPNEW  OWCESoSmTITE
=T [P
" E e Aggregated call
"Smia' its " Hevbciesririeriert - activities assuring
anonymity Computed

by the Telco Operator

Possible Attacks on
aggregated calls

-

User 1 User 2 User n-1 User n

\ v




Attack risk based on Call Activites (Strong)

Analyst working on GSM data of 232K users with access to their call profiles

Apriori knowledge:
3 weeks of her boy-friend’s call activity

From: 02/04/14
To: 22/04/14

Inference:
his activities in Pisa during the remaining week

Assumption: the attacker is not sure if the user is one of the From: 23/04/14
profiles because he could not have any call activity in Pisa




Probability of re-identification for 4 weeks
(232K GSM users )

Probability of re-identification
% Users A priori Knowledge: 2 weeks A priori Knowledge: 3 weeks
30% P < 0.004% (|C|=25,000) P <0.006% (|/C|=15,000)
40% 0.004% < P < 0.02% (|/C|=5,000) 0.006% < P < 0.04% (|C|=2,500)
20% 0.02% < P < 0.2% (|/C]=500) 0.04% < P < 0.4% (|C|=250)
9,4% 0.2% <P < 0.8% (|C]=125) 0.4% < P < 1% (|C|=100)

* |C| numbers of indistinguishable profiles



Attack risk based on User Presence (Reasonable)

Analyst working on GSM data of 232K users with access to their call profiles

Apriori knowledge:
For 3 weeks her boy-friend has been in Pisa
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From: 02/04/14
To: 22/04/14

Inference:
was he in Pisa during the remaining 1 week?

Assumption: the attacker is not sure if the user is one of the
profiles because he could not have any call activity in Pisa

From: 23/04/14
To: 29/04/14
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Probability of re-identification for 4 weeks
(232K GSM users )

% Users | A priori Knowledge: 4 weeks
10% P <0.003% (|/C|=33,000)

60% 0.003% <P <0.017% (|C|=5,800)
30% 0.017% < P < 0.025% (|C|=4,000)

* |C| numbers of indistinguishable profiles



Privacy-Aware socio-meter

Classification outcome
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A change of perspective



A change of perspective

* The big data originate from the digital
breadcrumbs of human activities

* Each person are becoming a statistical entity

* Only the single individual can link own digital
breadcrumbs from his sources and extract a deep
knowledge about himelf
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Personal Data:
The Emergence of a New Asset Class




The new deal on data

e Quoting Alex (Sandy) Pentland (MIT) at WEF 2009

The first step toward open information markets is to give people
ownership of their data. The simplest approach to defining what
it means to “own your own data” is to go back to Old English
Common Law for the three basic tenets of ownership, which are
the rights of

— possession,
— use, and
— disposal
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WEF’s Key Concepts

e Shifting from governing the usage of data rather than
the data itself

* Regulation has to take into account the context of
data usage

* New ways to engage the individual, help them to
understand and provide them the tools to make real
choice based on clear valu exchange



Requesting party Personal data store' Data handback?
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Companies who want to access data Several data stores are now up and Several governments are working with the
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Towards a new deal on personal data?

Full control of personal data / knowledge

— From informed consent to awareness, support for the
management of own personal data and knowledge

Data liberation

— Right to withdraw personal data at any moment in full from any
service provider

Oblivion
— Right to having personal data forgotten

Public good

— Right to have full access to the collective knowledge



User-Centric ecosystem

* Define a User-Centric platform, where
integrate different kinds of data

* Provide user services for increasing user
awareness

* Provide privacy protection and privacy risk
assessment



Personal Data Store
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Money saved with Coop
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Coop products Other products You save



* Top 3 (day - time slot) favorites

crowding of the supermarket
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* Customers preferred time slots
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New challenges for preserving privacy: User-
Centric ecosystem

* How giving the control to individuals on the
setting of the privacy level?

 How applying in this new context privacy-by-
design?

* Which privacy model is suitable?



