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Gradient Descent

• GD is a very effective and widely usable mathematical technique to 
find the best parameters in many and various tasks such as
• Linear Regression
• Logistic Regression
• Neural Networks
• …  



GD for Linear Regression
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GD for more parameters and variables
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Stochastic Gradient Descent
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GD Summary

• GD is an optimization algorithm. 
• You can use GD to find minimum (or maximum, then it is called 

Gradient Ascent) of many different functions. 
• GD does not really care what is the function that it minimizes, it just 

does what it was asked for. 
• Using GD, you must know how tell if one value of the parameter of 

interest is "better" than the other. 
• You must provide GD some function to minimize/maximize, and GD 

will deal with finding its optimum value.
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