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SOCIAL COMMUNCATION & WEB 
ANALYSIS 



7 Billion people 

6.8 Billion mobile phones 



Shopping patterns & lifestyle 

Desires, opinions, sentiments 

Relationships & social ties 

Movements 

Digital	
  Footprints	
  of	
  Human	
  Ac4vi4es	
  











 
POLLICINI DIGITALI 

La Vita Nova, e-magazine de Il Sole 24 Ore 
Fosca Giannotti, Dino Pedreschi 
 



Big Data & Social Mining 

The Social Microscope: 
a tool to  

 measure, understand, 
 and possibly predict  

human behavior 



SOCIAL MINING: 
MAKING SENSE  
OF BIG DATA 
 



BIG	
  DATA	
  &	
  NEW	
  
QUESTIONS	
  TO	
  
ASK	
  



Google	
  Flu	
  Trends	
  

Nature 457, 1012-1014 (2009) 





where-­‐is-­‐the-­‐happiest-­‐city-­‐in-­‐the-­‐usa?	
   
 



James H. Fowler, Nicholas A. Christakis.  
Dynamic Spread of Happiness in a Large Social Network:  
Longitudinal Analysis Over 20 Years in the Framingham Heart Study 
British Medical Journal 337 (4 December 2008) 

Spread	
  of	
  Happiness	
  





Mobility Analytics for Science of the Cities  



Big Data for Smart Cities 



How do people move during the day?  



Big Data for Urban Mobility Atlas 



Personal mobility assistant 

Carpooling 
Network 
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Fig. 4. MyWay prediction strategies schema.

Fig. 5. Example of usage of the spatial and temporal tolerances: the red
triangles are the real points s0 and s00 such that |t0 � t00|  temp

tol

, the
green circle is the predicted point such that ks� s00k  spat

tol

.

The resulting three predictors are shown in Fig.4, depicting
how the individual history, the individual profile and the indi-
vidual predictor are inside the user PMS, while the collective
predictor is outside and therefore handled by a third party that
orchestrates the users’ information as well as the hierarchical
predictor. This third party, usually called coordinator, has
the responsibility for the storage and management of the
users’ profiles. Our experiments will show how the hierarchical
strategy achieves the best performances.

VI. EVALUATION MEASURES

In this section we present some measures used to evaluate
the prediction results. It is important to note how the proposed
method is challenging a very hard prediction problem due the
following considerations: (i) users do not move every time in
the same period of the day (at least not exactly); (ii) movement
speed is not constant during the travel, even following the
same route; (iii) possible errors deriving from spatial sampling
of the data could influence deeply the predicted position
both in time and space. Consequently, it is reasonable to
consider a set of tolerances to fairly evaluate the results. In
the following, we will use spat

tol

and temp
tol

to describe
the spatial and temporal tolerances which generate a spatio-
temporal area around the real point. This area contains all
the values considered correct for the prediction problem. An
example of usage of these tolerances is shown in Fig.5.

Definition 7 (spatio-temporal tolerance): Given the pre-
dicted position s at time t, the real position s0 at time t0, and
the position s00 at time t00 that is the closest real position to s
such that |t0 � t00|  temp

tol

, then the prediction is considered
correct if and only if ks� s00k  spat

tol

.
It is worth to underline that if temp

tol

= 0 then s0 = s00

and thus we are predicting exactly the point where the user
will transit in future without any temporal tolerance.

Furthermore, let T S be the set of trajectories for which
we want a prediction, T P the set of trajectories for which
a prediction is provided, and T PC the set of trajectories
for which the future spatio-temporal position is correctly
predicted, then the following validation measures are defined:
• Prediction rate =

|T P|
|T S| allows to estimate the predictive

ability and corresponds to the percentage of trajectories
for which a prediction is supplied;

• Accuracy rate =

|T PC|
|T P| allows to estimate the prediction

goodness and corresponds to the percentage of future
spatio-temporal positions correctly predicted;

• Spatial Error =

P
8(s,s00)ks�s

00k
|T P| allows to estimate the

error of the predictions (both correct and incorrect).

VII. EXPERIMENTS

In this section we evaluate the performances of all prediction
strategies in MyWay.

A. Experimental Setting
Dataset. As a proxy of human mobility, we used real GPS

traces collected for insurance purposes by Octo Telematics
S.p.A. This dataset contains 9.8 million car travels performed
by about 159, 000 vehicles active in a geographical area
focused on Tuscany in a period from 1st May to 31st May
2011. From this dataset we selected only the users traveling
through Pisa province with at least 20 travels considering only
week-days. Considering that in Pisa province there are about
476, 260 trajectories, this led to a dataset with 30% of the
all users and 80% of the all trajectories, that is about 5, 000
users and 326, 000 trajectories. We considered as training set
the first 3 weeks and as test set the remaining last week.
We tested MyWay using two different test sets: one got by
considering only the first 33% of each trajectory (test33), and
one by considering the first 66% (test66). These two test sets
represent two levels of knowledge of the current movements
and we will show how they affect accuracy and prediction rate.

User’s Profiles. We extracted from the training set three
different collections of individual mobility profiles P100, P500

and P1000 obtained by using the following distance threshold
values: 100, 500, 1000 meters. We analyze some statistics
of these profiles for selecting the more promising for our
prediction strategies. The aspects we consider are: (i) the
dataset coverage, (ii) the profile distribution per user, and (iii)
the profile distribution in time. In Fig.6(left) the number of
routines per users is shown. The first important aspect to
notice is the coverage of the dataset, in fact for P100 we
have only the 57, 9% of the users with at least one routine
against the 72.7% for P500 and the 77.4% for P1000. Moreover,
we observe that both P100 and P500 have two peeks at 0
and 2 representing respectively, the users without regularity
and the users with common behavior home-work and back.
Instead, P1000 has a lot of users having only one routine. This
happens usually when the behaviors are mixed together by the
clustering algorithm due a too permissive threshold. Finally,
in Fig.6(right) the temporal distribution of the trajectories and
routines is shown. It illustrates how all the three profile sets



Focus on country-wide CDR data 



GSM Calls 

Profile Map 

Temporal Profile 

Big Data in Official Statistics:  
Persons & Places 

GSM Calls 

Profile Map 

Temporal Profile 



Big Data: mobility diversity and 
wellbeing 



Big Data and epidemics 



Big Data for Developing Countries 
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Social Network Analysis 



Community Discovery, Evolution, 
Diffusion, Multidimensionality,… 

Michele Coscia, Giulio Rossetti, Fosca Giannotti, Dino Pedreschi: Uncovering Hierarchical and Overlapping Communities with a Local-First Approach. TKDD 
9(1): 6 (2014) 



Retail Market as Complex system 

generic utility 
function 
(rationality) 

personal utility 
function 
(diversity) 

Product 

Price 

Quantity 
Needed 

Sophistication 

R2 = 17.25% R2 = 32.38% 

R2 = 85.72% 

Pennacchioli, D., Coscia, M., Rinzivillo, S., Giannotti, F. and Pedreschi, D., The retail market as a complex system. In EPJ Data Science, 2014. 



THE PARADOX OF SOCIAL 
INFLUENCE 



Social Influence: Leaders 



Ask to LAST.FM 

80.000utenti, 4000.000 connessioni  



Leader finding 



From BigData...true influenzer are not 
leaders 

… abbiamo scoperto che i leader teorici, quelli che avrebbero in teoria il potere di 
influenzare la rete sociale, non hanno una grande influenza pratica sulla rete.  



¨  It has been observed that a small set of users in a Social 
Network is able to anticipate (or influence) the behavior of the 
entire network 

¨  We detected 3 possible scenarios: 

What is Social Prominence? 

width length strength 



No limits to creativity  
If data are available, then any phenomenon 
becomes measurable, quantifiable and possibly 
predictable … including human behaviour 



Big Data: the way 
of Success 

The patterns of success in 
cycling: 

 
 
•  data from Strava.com 
 
•  How you train is fundamental 

• A confirmation of the 
“overcompensation” theory 



“Football is a simple game: 22 men chase a ball for 90 
minutes and at the end, the Germans always win” 
-- Gary Lieneker (after Italy 1990 Final) 

 
 The patterns of success in Sports 

 



Big Data: the way 
of Success 

The patterns of success in 
football: 

 
 
• detailed data on every match 
(trajectories, passes, goals, …) 
 
•  a network approach to study the 
strategy of teams 
 
•  a data mining approach to study 
the performance of players 



... 
<tackle,15.4,41.1,112>
<pass,25.0,67.1,113>
<pass,65.0,87.1,115>
<assist,82.1,35.8,120>
<goal attempt,82.1,35.8,121>
…… 

Data from Opta:  
All events during the match 



Big Data Analytics & Social Mining 



Who’s got the benefits of big data so 
far? 

¨  A few latifundists of data  
¨  GAFA 

¤ Profiling for behavioral advertising and target 
marketing 

¨  NSA 

¤ Profiling for discovering potential threats to homeland 
security 

¤ Mass surveillance 



We	
  are	
  not	
  Google’s	
  
customers,	
  	
  
we	
  are	
  its	
  products.	
  
	
  
We	
  –	
  our	
  fancies,	
  
fe4shes,	
  predilec4ons,	
  
and	
  preferences	
  –	
  are	
  
what	
  Google	
  sells	
  to	
  
adver4sers.	
  



Anonymiza)on	
  

Service	
  Provider	
  
Mining	
  and	
  	
  

Analy)cal	
  Engine	
  



The modern data scientist!!! 



How to develop a big data analytics project 
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From DATA to KNOWLEDGE 



Giannotti & Nanni  Anno accademico, 2004/2005    Introduzione 52 

Selection and  
Preprocessing 

Data Mining 

Interpretation  
and Evaluation 

Data  
Consolidation 

Knowledge 

p(x)=0.02 

Warehouse 

Data Sources 

Patterns &  
Models 

Prepared Data  

Consolidated 
Data 

The KDD process 



Giannotti & Nanni  Anno accademico, 2004/2005    Introduzione 

53 
The KDD Process in Practice  

¨  KDD is an Iterative Process 
¤  art + engineering rather than science 



Giannotti & Nanni  Anno accademico, 2004/2005    Introduzione 

54 

CRISP-DM: The life cicle of a data mining 
project 

KDD Process 



Big Data Number 
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From DATA to KNOWLEDGE 





Data…. 

¨  1,200,000,000,000,000,000,000 bytes 
of data 
¨  Facebook - 1,150 million users 
¨  Gmail – 425 million users 
¨  Skype – 300 million users 
¨  Tweeter – 500 million users (200M active) 
¨  WhatsApp – 300+ million users  
¨  Youtube – 1,000 million users (4 B daily views) 
¨  Instagram - 150 million users 

 
Sources: 
http://expandedramblings.com/index.php/resource-how-many-people-use-the-top-social-media/ September 15, 2013 



Data…. 

¨  Waze – 50 million users 
¨  Amazon – 209 million users 
¨  Ebay - 120 million users 
¨  Paypal - 132 million users 
¨  Google searches – ~12 billion (monthly, US alone) 

 
Sources:   
http://expandedramblings.com/index.php/resource-how-many-people-use-the-top-social-media/ September 15, 2013 



Big Data and Vs 

¨  Volume and complexity of data is increasing. “complexity”: 
it refers to the context of data (creation, provenance, 
relations) in which it exists and which must be considered 
when interpreting or re-using the data. 

¨  Velocity with which data is being created and characterised 
is changing 

¨  Variety of data in all respects and the challenges of 
combining variety 

¨  Veracity related to aspects such as trust in dealing with 
data, i.e. statistical significance. 

¨  Value 
¨  Privacy  



With the datafication comes 
big data, which is often 
described using the four Vs: 
 

•  Volume 
•  Velocity 
•  Variety  
•  Veracity 

Bernad Marr Bigdata: using Smart BigData analytics and metrics 
To make better decisions  



Volume… 
 
 

…refers to the vast amounts of data generated 
every second. We are not talking Terabytes but 
Zettabytes or Brontobytes. If we take all the 
data generated in the world between the 
beginning of time and 2008, the same amount 
of data will soon be generated every minute. 
New big data tools use distributed systems so 
that we can store and analyse data across 
databases that are dotted around anywhere in 
the world.	
  
 

Bernad Marr Bigdata: using Smart BigData analytics and metrics 
To make better decisions  



Velocity… 
 
 

…refers to the speed at which new data is 
generated and the speed at which data moves 
around. Just think of social media messages 
going viral in seconds. Technology allows us now 
to analyse the data while it is being generated 
(sometimes referred to as in-memory analytics), 
without ever putting it into databases. 	
  
 

Bernad Marr Bigdata: using Smart BigData analytics and metrics 
To make better decisions  



Variety… 
 
 

…refers to the different types of data we can 
now use. In the past we only focused on 
structured data that neatly fitted into tables or 
relational databases, such as financial data. In 
fact, 80% of the world’s data is unstructured 
(text, images, video, voice, etc.) With big data 
technology we can now analyse and bring 
together data of different types such as 
messages, social media conversations, photos, 
sensor data, video or voice recordings. 
 

Bernad Marr Bigdata: using Smart BigData analytics and metrics 
To make better decisions  



Veracity… 
 
 

…refers to the messiness or trustworthiness of 
the data. With many forms of big data quality 
and accuracy are less controllable (just think of 
Twitter posts with hash tags, abbreviations, 
typos and colloquial speech as well as the 
reliability and accuracy of content) but 
technology now allows us to work with this type 
of data. 
	
  	
  
 Bernad Marr Bigdata: using Smart BigData analytics and metrics 

To make better decisions  



Turning Big Data into Value:  
 

The datafication of our world gives us 
unprecedented amounts of data in 
terms of Volume, Velocity, Variety and 
Veracity. The latest technology such as 
cloud computing and distributed 
systems together with the latest 
software and analysis approaches allow 
us to leverage all types of data to gain 
insights and add value.  

Bernad Marr Bigdata: using Smart BigData analytics and metrics 
To make better decisions  



The ‘Datafication’ 
of our World; 
 
•  Activities 
•  Conversations 
•  Words 
•  Voice 
•  Social Media 
•  Browser logs 
•  Photos  
•  Videos 
•  Sensors 
•  Etc. 

Volume 

Veracity 

Variety 

Velocity 

Analysing  
Big Data: 
 
•  Text 

analytics 
•  Sentiment 

analysis 
•  Face 

recognition 
•  Voice 

analytics 
•  Movement 

analytics 
•  Etc. 

Value 

Turning Big Data into Value:  

Bernad Marr Bigdata: using Smart BigData analytics and metrics 
To make better decisions  



First exercise: look for open datasets 










